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The prevalence of smartphones in our society warrants more research on understanding the characteristics of users and their information privacy behaviors when using mobile apps. This paper investigates the antecedents and consequences of "power use" (i.e., the competence and desire to use technology to its fullest) in the context of informational privacy. In a study with 380 Android users, we examined how gender and users' education level influence power use, how power use affects users’ intention to install apps and share information with them versus their actual privacy behaviors (i.e., based on the number of apps installed and the total number of “dangerous permission” requests granted to those apps). Our findings revealed an inconsistency in the effect of power use on users’ information privacy behaviors: While the intention to install apps and to share information with them increased with power use, the actual number of installed apps and dangerous permissions ultimately granted decreased with power use. In other words, although the self-reported intentions suggested the opposite, people who scored higher on the power use scale seemed to be more prudent about their informational privacy than people who scored lower on the power use scale. We discuss the implications of this inconsistency and make recommendations for reconciling smartphone users’ informational privacy intentions and behaviors.
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1 INTRODUCTION

The ubiquity of smartphone usage has caused a marked increase in the number of people affected and the amount of data collected, analyzed, and categorized by mobile applications ("apps") [25]. Users are concerned about this development, which causes them to engage in a range of information privacy management tactics, such as deciding to grant certain data access permissions to specific apps only, or to not use—or even not to install—certain apps on one’s smartphone [6, 53]. Prior research has shown that the decision to use a given smartphone app depends on a myriad of factors, including the user’s interests, past negative privacy experiences, expertise using...
a smartphone ("power use"), self-efficacy, trust in the application developer, and personal traits, such as gender and education [13, 32, 69]. In this study, we examine the effect of power use on Android users’ information privacy management strategies. Given the often-reported gap between users’ privacy intentions and their actual behaviors (i.e., the privacy paradox) [11, 24], we measure this effect both in terms of their intention to install apps and their intention to share information with these apps (i.e., their behavioral intentions), as well as in terms of the number of apps they install and the total number of permission requests for sensitive information they grant (i.e., their actual behaviors). We focus on Android users compared to iPhone users because Android’s application development environment is open and more permissive than iOS (e.g., Android users can circumvent the Google Play Store and download applications (APK files) from known or unknown sources on the web—which is not the case with iPhone users unless the device is jail-broken [30]). Android users also prominently interact with app permissions and are likely to be more privacy-conscious than iPhone users, given their increased vulnerability and exposure to privacy risks associated with the apps they install and/or use [57]. Nevertheless, even though Android users tend to exhibit more technology knowledge than iOS users, research shows that there are no significant differences in privacy attitudes between the two platform users [2].

In terms of smartphone privacy, previous research has found that "power use" not only impacts privacy protection behaviors (such as deciding whether to install or uninstall an app due to the personal information it collects) directly, but also indirectly through privacy concerns and trust placed in mobile service providers [32, 41, 52]. Power use is defined as the competence, motivation, knowledge, expertise, and desire to use technology to its fullest [45]. Furthermore, power use mediates the effect of individual characteristics such as gender (e.g., females tend to use smartphones, install and use apps like e-commerce apps to a greater extent than men [36]) and education (e.g., people with higher levels of education tend to use smartphones to a greater extent than those with lower education [36]) on privacy behavior [30, 57]. This relationship between power use and privacy warrants further in-depth investigation. Thus, we contribute to this body of literature by studying how "power use" influences intentions and behaviors towards permissions management by addressing the following research questions:

- **RQ1**: How do individual differences (i.e., gender, education) influence power use?
- **RQ2**: How does power use influence users’ behavioral intention (e.g., users’ intention to install Android apps and/or share data with those apps)?
- **RQ3**: How does power use influence actual user informational privacy behaviors (e.g., the actual number of Android apps installed and/or the total number of dangerous permissions granted)?

We conducted a study with smartphone users (N=380) using Android OS 6.0 and above to examine the effect of power use on information privacy management intentions and actual privacy behaviors. Our analysis revealed an inconsistency in the effect of power use on users’ information privacy behaviors: while power use was positively related to the intention to install apps and to grant them access to their personal information, power use was negatively related to the actual installation of apps, and, in turn, the actual number of permissions granted. This study contributes to the privacy research community’s understanding of Android users’ privacy management behaviors and strategies. We also show another variant of the intention-behavior gap [62] by providing insight into the inconsistency of the effect of power on user privacy intentions and behaviors.

## 2 RELATED WORK

In the following subsections we first synthesize the related work on privacy in the context of mobile phones and smartphone apps. Then, we review the related literature on power use and information privacy.
2.1 Smartphone App Privacy and “Dangerous Permissions”

Several researchers have compared users’ attitudes towards being prompted for mobile app permissions at run-time (Android’s current strategy [27]) vs. install-time (the pre-Android 6.0 strategy) [7, 46]. Moore et al. [46] highlighted that each type of prompt was able to accomplish a different purpose: Asking users to grant permissions at install-time kept users better informed about which type of information would be accessed, while a run-time prompt was better at communicating the reason why a certain type of information was being requested. However, their study found no clear evidence of whether the run-time prompts were more effective than the install-time requests in informing users about the implications of the permission requests. Our study is limited to users of Android 6.0 and up, thereby focusing on the run-time request model used by a vast majority of the Android devices currently in use.

Recent research has specifically focused on what Google classifies as “dangerous permissions” (e.g., access to location, camera, contacts), which have been shown to pose greater privacy risks [10]. Dangerous permission requests have increased over the years [73], with some apps evidently requesting more dangerous permissions than necessary for the proper operation of the app [29]. Some apps have even been shown to crash or become unusable when ostensibly unnecessary permissions are not granted [21], while other apps completely circumvent the run-time permission model and gain access to protected data without user consent [20]. Indeed, both researchers and journalists have increasingly reported privacy concerns around the covert collection and sharing of user data by Android applications [25, 29, 47, 55].

Much of this existing research around dangerous permissions does not consider the user experience, but instead involves the programmatic analysis of apps to identify the data flow and potential misuse of permissions [4, 19, 40, 64, 70, 70]. Notable exceptions are works evaluating user understanding of dangerous permission prompts and works focused on increasing the usability of such prompts [7, 8, 10]. We extend this body of work by studying factors that influence users’ intention to grant or reject dangerous permissions. In addition to participants’ self-reported intention, we measure the actual total number of dangerous permissions they granted on their smartphone. This is an important addition, given the well-documented finding that privacy intentions and behaviors do not always align (i.e., the "privacy paradox" [49]).

2.2 Power Users, Privacy, and Smartphones

One factor that arguably influences users’ intention and behavior regarding dangerous permissions is the concept of “power use”. Developed by Marathe et al. [45], power use relates to people’s competence, motivation, knowledge, and desire to use technology to its fullest. Power use is an important construct in studies that seek to determine people’s ability to adapt and use technology. For example, people who score high on the power use scale are motivated to learn about new technologies, spend a considerable amount of time using new gadgets, read and write online reviews of devices, push technological devices to their functional limits, and exert a greater amount of control over their technology use, e.g., through customizable interface features/settings [32, 65, 80]. Scholars have also found that people who score high on the power use scale tend to enjoy improved outcomes, such as being influential on social media sites such as Instagram, usually due to their expertise and intensive use of the application(s) [60]. With increased usage, these users gain new knowledge, competence, experience and expertise with such technologies. Subsequently, they also prefer to control the access and use of their personal information by these technologies [45, 65].

In fact, studies have demonstrated that the inherent desire for control among people who score high on the power use scale may partly be driven by their concern for online privacy [45, 65]. For example, Kang et al. [32] found that smartphone users who have higher expertise and seek higher levels of control may be more aware of potential risks presented by app permissions, thereby making them less likely to grant dangerous permissions to apps and subsequently less vulnerable to privacy invasions. Other work has also shown the connection between
power use and other individual differences. For example, Zhong [80] found that the time one spends using a mobile device and their ability to multitask is a good predictor of power use. Zhong’s work [80] also found that male smartphone users are more likely to know how to operate smartphones and score higher on power use than their female counterparts. However, this finding contrasts with Bonne et al.’s [13] work, which found that female smartphone users were less likely to grant app permissions than their male counterparts, thereby challenging the permission granting (i.e., information privacy management) behaviors of people who score high on power use, especially along gender characteristics. Our research investigates this influence of gender (together with education) on power use to specifically examine whether power use may help explain some of the conflicting results found in prior research [13, 80]. In the next section, we present our research framework.

3 RESEARCH FRAMEWORK

The purpose of this study is to examine the relationships between Android users’ power use (i.e., participants’ ability, expertise, and experience using Android smartphone apps to the fullest capability), their actual information privacy management behaviors (i.e., installing apps and granting permissions) (RQ3), and their expressed intentions toward those behaviors (RQ2). Furthermore, we study the influence of individual differences on power use (RQ1). In the following sections, we introduce the constructs and hypothesized relationships that constitute our research model (Fig. 1).

![Fig. 1. The proposed research model](image)

3.1 Smartphone Privacy Behaviors

In our study, we examine two interrelated information privacy behaviors on smartphone devices: 1) the number of smartphone applications installed on the participant’s device, and 2) the total number of dangerous permissions granted to these apps. Importantly, we label these metrics as “actual behaviors” because they are scraped directly from the app manifest on the participant’s smartphone. One of the unique contributions of our work
is a simultaneous investigation of the effects of power use on users’ actual information privacy management behaviors as well as their intentions towards those behaviors. We provide more details about the measured actual behaviors below.

3.1.1 Number of Apps Installed. Smartphone users are concerned about the access that apps (or third-party libraries within these apps) have to their sensitive personal information [15, 35, 40] and these concerns significantly influence the number of apps they install [13, 34, 42, 57]. Bonne et al. [13] found that information privacy concerns influence the ratings and reviews of apps to such an extent that users will uninstall apps if they are uncomfortable granting them permissions or if they feel that the apps should not have access to certain permissions. Therefore, even though the number of apps a user has installed on their smartphone is traditionally considered a “usage” behavior rather than a “privacy” behavior, it is an important behavioral indicator of the user’s information privacy management practices [11].

As discussed in Section 2.2, people who score higher on the power use scale tend to be more motivated to learn about or use new technologies to their fullest [32, 65]. As such, they are likely to have more mobile applications installed. In other words, we expect power use to have a significant effect on the number of apps installed on a user’s device:

- **H1**: Power use will be positively associated with the total number of apps installed.

3.1.2 Total Number of Dangerous Permissions Granted. While permission requests are intended to give users control over a smartphone app’s use of personal data, in reality Android users often grant permissions to apps with vague descriptions and unclear purposes [22]. The subsequent access apps have to their personal information stored or accessed through their devices increases users’ privacy risk and vulnerabilities. In an attempt to distinguish between less risky “regular” permissions (e.g., access to mobile networks, WIFI networks, Bluetooth, audio settings, etc.) and more dangerous ones, Android created a designation of “dangerous permissions” to requests for access to private user data, such as a user’s location, calendar, call logs, camera, contact, microphone, phone, sensors, SMS and storage (see the full list in Appendix B) [27]. The “dangerous permission” classification was intended to help developers understand that these permissions arguably have stronger implications for users’ information privacy than regular permissions and thus be cautious in requesting them in their applications. However these permissions are still highly requested [13]. Moreover, Android users are over five times more likely to grant these permissions than to deny them [13]. Therefore, we are interested in understanding the factors that contribute to the number of dangerous permissions Android users grant to apps installed on their smartphones.

Research also indicates that smartphone users who score higher on the power use scale are less likely to be vulnerable to privacy risks due to a stronger desire to control their privacy, which is arguably instilled by their relatively greater knowledge about mobile applications [32]. For example, people who score higher on the power use scale are less likely to share their personal information on personalized mobile sites [65]. In terms of smartphone apps, power use is thus likely negatively related to the total number of permissions granted—although this effect may be countered by the hypothesized (H1) positive association between power use and number of apps installed (since having more apps installed generally means granting more permissions). Therefore, we hypothesize the following:

- **H2**: Power use will be negatively associated with total dangerous permissions granted.
- **H3**: The number of installed apps will be positively associated with the total number of dangerous permissions granted.
3.2 Behavioral Intention

Behavioral intention is the measure of the strength of an individual’s “self-prediction” or “behavioral expectation” to perform a specified action, and thus one of the most accurate predictors of an individual’s future behavior [71]. Simultaneously, though, one of the most consistent findings in the field of privacy is a gap between users’ intended and actual behaviors (see [11, 24] for an overview). Labeled the “Privacy Paradox” [49], this phenomenon suggests that people tend to share more personal information than they claim to intend to share when asked beforehand (i.e., people behave contrary to what they say). Barth and De Jong [11] suggest that the privacy paradox within the mobile context could be different from other contexts such as social media and other online media where it has predominantly been studied. Concurrently, we suggest that the predominance of the privacy paradox may depend on the users’ expertise and experience (i.e., “power use”), as those who have more expertise/experience may more consistently engage in what would be considered appropriate protective behavior. Therefore, in this study, we assess the effect of power use on both users’ intention to use smartphone apps and share personal information (i.e., “what people say they do”) as well as their actual app installation and permission granting behaviors (i.e., “what people actually do”). The effects of power use on intentions are outlined below.

3.2.1 Behavioral Intention to Install Apps. Wang et al. [67] found that function, social, emotional, and epistemic value all play a role in users’ intention to use mobile apps, while Xu et al. [77] found that mobile users’ information privacy concern was a significant factor in their behavioral intention to use mobile apps and share personal information with them. Given that people who score higher on the power use scale tend to be more motivated to learn about new technologies to their fullest [32], we expect that they similarly have higher intentions to use apps. We thus hypothesize the following:

- **H4:** Power use will be positively associated with users’ intention to install apps.

3.2.2 Behavioral Intention to Share Information with Apps. In a study of users’ behavioral intention to disclose information to apps, Keith et al. [33], revealed significant correlations with several privacy risky behaviors, such as sharing registration information, location services, store credit cards, and profiles. However, we argue in line with Xu et al. [77] that behavioral intention to use apps and the behavioral intention to share information with them are two separate issues, especially given that Android’s run-time permissions model now allows for more granular privacy management [7, 46]. Therefore, while we hypothesize that behavioral intention to use apps will be positively associated with behavioral intention to share information with apps, we treat them as two separate constructs that can vary independently from one another.

Research has shown that smartphone users who score high on the power use scale are less likely to be vulnerable to privacy risks due to a desire to control their privacy [32]. Thus, despite the positive association between power use and users’ intention to install apps, we expect that power use is negatively related to users’ intention to share their information with the apps they install. Therefore, we hypothesize the following:

- **H5:** Power use will be negatively associated with users’ behavioral intention to share information with apps.
- **H6:** Users’ intention to use apps will be positively associated with their intention to share information with these apps.

3.3 Individual User Differences: Gender and Education

Finally, it is important to consider individual differences that may affect people’s level of power use. Prior work has indicated that smartphone and application usage differences can vary based on demographic factors, such as gender and level of education [58, 61, 79]. In the realm of Android permission management, Bonne et al. [13] found that women, on average, deny permissions twice as often as men across all age groups, while Wash and Rader [72] found that less-educated individuals are more likely to believe there is nothing they can do to protect
their privacy and subsequently are less likely to act in a privacy-conscious manner. These individual differences (e.g., gender and education) tend to be strong predictors of power use [80]. Thus, we hypothesize the following effects of gender and education on power use among Android users:

- **H7:** Females will score higher on the power use scale than males.
- **H8:** Education will be positively associated with power use.

In the next section, we describe our methods for examining the model (see Fig. 1).

4 METHODS

In this section we provide an overview of our study, explain how we operationalized the constructs in our research framework, and describe our data analysis approach.

4.1 Study Overview

The objective of our study is to examine the effect of power use on Android users’ information privacy behaviors (i.e., installing apps and granting permissions) and expressed intentions toward those behaviors (i.e., users’ ability, expertise, and experience using apps to the fullest capability), and the influence of users’ individual differences on power use. Our study was administered through an Android app that was made available for installation via Google Play. We recruited participants via Amazon Mechanical Turk, because users on that platform are more tech-savvy than their peers and thus were less likely to experience issues installing our app [56].

Upon installation and with user consent, our “UCF Permissions” app scraped the Android run-time “dangerous permissions.” While the data was being scraped in the background, participants answered a brief in-app survey measuring their level of power use, intention to download and use applications within the next three months, intention to grant access to or share information with applications within the next three months, and gender and educational background (see Appendix A for the full survey).

Given the privacy-sensitive nature of scraping user mobile data, we explicitly sought user consent to collect background information about their installed applications before downloading the study app. We also made it clear within the study description that the data collection would be limited to information regarding the dangerous permissions requested by these applications. To avoid priming users, we were careful not to use the term ‘privacy’ anywhere in the study description. All study procedures were reviewed and approved by the Institutional Review Board of University of Central Florida. In the next subsection we provide a detailed explanation of Android’s run-time permissions framework and how we used our app to scrape participants’ dangerous permissions granted to the apps on their phone.

4.2 Leveraging Android’s Run-time Permissions

Starting with Android 6.0 and above, users have been afforded a more granular ability to selectively and explicitly approve permissions to apps at run time via a system dialog rather than at install time [27]. Android permissions are divided into three protection levels based on the level of risk that they present to the user’s privacy or the operation of other apps: normal, signature and dangerous [27], with only the latter requiring explicit user approval. Dangerous permissions cover situations in which apps want to access data or resources that involve the user’s private information and/or situations that potentially affect the users’ stored data or the operation of other apps on their device [27]. For example, the ability to access a user’s exact location, read their contacts, access their device’s camera, and read from or write to the external storage are all considered dangerous app operations that users have to consent to explicitly [26].

Our study app used the PackageManager class of the Android SDK to get information about the “Number of Apps Installed” (i.e., the number of applications installed on the participant’s mobile device as identified by their package names in the Android Manifest.xml file) and the “Total Dangerous Permissions Granted” (i.e., the
aggregate count of the dangerous permissions granted to the installed applications). Specifically, the study app collected information regarding the installed apps (i.e., app and package name) and the corresponding “dangerous” permissions granted to each app. Permission data was collected by recording whether each of the 23 dangerous permissions was not explicitly requested by the app (-1), requested but denied by the user (0), or requested and granted by the user (1). The total number of “dangerous” permissions for each user was a summation of the number of the permissions that were requested and granted by the user (1).

4.3 Survey Design and Operationalization of Constructs

For our subjective measures, we used pre-validated survey scales to assess power use [45], intention to install apps, and intention to share information with apps [78] (see Appendix A for the full survey). For power use, participants were asked 12 items adapted from Marathe et al. [45] (e.g., “I make good use of most of the features available in any technological device”), where each item had response options on a 5-point scale, ranging from 1 (Strongly Agree) to 5 (Strongly Disagree) (see Appendix A.1).

Our behavioral intention measure was adapted from Xu et al. [78] who modeled it based on earlier works on the Technology Acceptance Model [17]. Unlike Xu et al. [78], the time frame referent of our intention measures was reduced from 12 months to 3 months (e.g., “I am likely to disclose my personal information to use mobile apps in the next 3 months”), because there has been an expeditious increase in the rate of adoption and usage of mobile applications since 2004 when Xu et al. [78] published their work. We divided the behavioral intention measures between intention to install mobile applications (see Appendix A.2) and intention to share information with these apps (see Appendix A.3) because with participants’ heightened privacy concerns about their personal information [9] these intentions might have diverged over time and thus no longer represent the same concept. Furthermore, the behavioral intention to share information with apps scale was combined with two additional items that specifically inquired about users’ willingness to grant dangerous permissions. Rather than asking leading questions that directly mention “dangerous permissions”, the location sharing permission (one of the most predominantly requested dangerous permissions) was used as an example of a dangerous permission that regular users are likely to understand [50, 51, 78].

4.4 Procedure and Participant Recruitment

The study recruited Android users using the Amazon Mechanical Turk platform¹ as its sampling population. MTurkers were required to have a historical HIT approval rate greater than 95% with at least 50 approved past HITs to ensure satisfactory response quality. Furthermore, participation was limited to U.S. adults (age 18+) with Android devices updated to use Android 6.0 or later for the study app to function appropriately. Upon reading the study description, participants who consented to participate in the study were provided with a link to download and install the app from the Google Play store. The study description explicitly disclosed our study app’s background data collection intention and requested user consent. Additionally, participants were advised to delete the app after participation.

Upon completion of the survey and the background scan, a random unique completion code was generated and entered on Amazon Mechanical Turk as proof of study completion. All Participants who completed the study or could not complete the study due to technical difficulties, were compensated $1. Pilot testing suggested that the study’s duration ranged from 15 to 30 minutes on average.In line with Amazon’s policy of anonymized data collection [5], the study app did not collect any other personal information apart from the package name of the installed applications (unique across apps) and data regarding the 23 dangerous permissions (see Appendix B, Table 4).

¹https://www.mturk.com/
Table 1. Demographics (gender, education, and race) of our study participants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=380)</th>
<th>Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>195</td>
<td>51.3</td>
</tr>
<tr>
<td>Female</td>
<td>181</td>
<td>47.6</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>0.52</td>
</tr>
<tr>
<td>Did not specify</td>
<td>2</td>
<td>0.52</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>40</td>
<td>10.5</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>124</td>
<td>32.6</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>67</td>
<td>17.6</td>
</tr>
<tr>
<td>Some Grad, but no degree</td>
<td>94</td>
<td>24.7</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>16</td>
<td>4.2</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>34</td>
<td>8.95</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>253</td>
<td>66.6</td>
</tr>
<tr>
<td>Black or African American</td>
<td>46</td>
<td>12.1</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>26</td>
<td>6.8</td>
</tr>
<tr>
<td>Asian</td>
<td>20</td>
<td>5.3</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>Not Specified</td>
<td>33</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Overall, 429 MTurkers accepted the HIT and participated in the study. Upon analysis, we found that 49 participants failed our attention check questions. After discarding their responses, we were left with valid data from 380 participants. Our sample was relatively gender-balanced (195 males and 181 females). About 33% of the participants reported completing an Associates’ degree, and (55.5%) completed at least a four-year college degree. Table 1 further describes the demographics of our participants.

4.5 Data Analysis Approach

For constructs that were measured using prevalidated scales (i.e., power use, behavioral intention to use mobile apps, and behavioral intention to share information with apps (see Appendix A)), we checked the scale reliability (i.e., the extent to which all the items in a scale measure the same construct) using Cronbach’s alpha. We then created indices for each of these constructs by averaging across all scale items (see Table 2). The number of apps installed was computed as the number of apps installed on the participant’s device, excluding our study app and any other apps known to come pre-installed on Android devices. The total number of permissions granted was computed as the number of permissions granted to each app, summed over all of the participant’s apps.

The statistical significance of the hypothesized relationships between the constructs in our research model was tested using a path model (see Fig. 2) that included the participant’s gender and education level, the self-reported subjective measures on behavioral intention (i.e., intention to install and share information with apps), and the scraped actual behavioral data (i.e., the total number of apps and the total dangerous permissions granted). This path model can be seen as a series of linear regressions that together describe the statistically significant paths between the scraped behaviors and subjective measures [39].

We examined the sign and significance of the path coefficients in R; in our resulting path models (see Fig. 2), the solid incoming arrows (→) between constructs represent significant relationships while the broken line arrows (→) represent tested relationships that were found to be non-significant. Each linear regression contains a regression
<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable type</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Cronbach’s Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power use</td>
<td>Subjective measure</td>
<td>2.21</td>
<td>2.17</td>
<td>0.46</td>
<td>0.79</td>
</tr>
<tr>
<td>Behavioral intention to install apps</td>
<td>Subjective measure</td>
<td>1.60</td>
<td>1.50</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>Behavioral intention to share information with apps</td>
<td>Subjective measure</td>
<td>2.24</td>
<td>2.00</td>
<td>0.99</td>
<td>0.80</td>
</tr>
<tr>
<td>Number of installed apps</td>
<td>Scraped behavior</td>
<td>51.58</td>
<td>42.00</td>
<td>35.30</td>
<td>N/A</td>
</tr>
<tr>
<td>Total dangerous permissions granted</td>
<td>Scraped behavior</td>
<td>67.98</td>
<td>59.00</td>
<td>46.17</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics of the dependent, independent variables and internal consistency reliability of our survey measures

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Supported?</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: Power Use → number of apps installed (+)</td>
<td>No</td>
</tr>
<tr>
<td>H2: Power Use → total dangerous permissions granted (-)</td>
<td>No</td>
</tr>
<tr>
<td>H3: Number of apps installed → Total Dangerous Permissions Granted (+)</td>
<td>Yes</td>
</tr>
<tr>
<td>H4: Power use → intention to install Apps (+)</td>
<td>Yes</td>
</tr>
<tr>
<td>H5: Power use → intention to share information with Apps (-)</td>
<td>No</td>
</tr>
<tr>
<td>H6: Intention to install apps → intention to share info with installed Apps (+)</td>
<td>Yes</td>
</tr>
<tr>
<td>H7: Females → power use (+)</td>
<td>Yes</td>
</tr>
<tr>
<td>H8: Education → power use (+)</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3. Hypothesis test results

The results are graphically presented in Figures 2 and the outcomes of our hypotheses are summarized in Table 3.

Finally, we expanded our model in a post hoc analysis and provide additional results regarding the average number of dangerous permissions granted and the likelihood of granting specific permissions (see Section 5.3).

5 RESULTS

Below, we describe our study’s findings. We first provide descriptive statistics regarding the apps participants frequently had installed on their Android devices, and the dangerous permissions most commonly granted to those apps. Then, we present our hypotheses test results, followed by a post hoc analysis to further unpack additional nuances in our data.
5.1 Descriptive Statistics and Internal Consistency of Model Constructs

Our participants (N=380) had a total of 6727 unique applications installed on their devices. The average number of applications installed per participant was 51, with a standard deviation of 35 apps. Among our participants, the maximum number of installed applications on a single device was 226, and the minimum was two. The ten most common applications installed by our participants are listed in Appendix C, Table 5. We did not consider system apps (e.g., Google Play Store, Camera, Contacts, Gallery, etc) in our analysis, as such apps normally come pre-installed on Android devices by the manufacturer without any explicit user input in the installation decision. Next, we examined the likelihood of an installed app requesting each of the dangerous permissions and the extent to which participants granted them. The most requested dangerous permissions were WRITE_EXTERNAL_STORAGE (73%), ACCESS_COARSE_LOCATION (32%), CAMERA (29%), and READ_PHONE_STATE (29%). Similarly, the most granted dangerous permissions were WRITE_EXTERNAL_STORAGE (100%), ACCESS_FINE_LOCATION (100%), READ_PHONE_STATE (100%), GET_ACCOUNTS (100%), and CAMERA (99.7%). Table 4 in Appendix B lists the likelihood of each of the permissions being requested and granted.

Prior to testing our model, we calculated Cronbach’s alpha for each of the constructs in our model to ensure scale reliability (i.e., the extent to which the survey items that constitute a scale measure the same construct [66]; see Table 2). Acceptable values of Cronbach’s alpha range from 0.70 (acceptable) to 0.95 (excellent) [66]. Our scales for power use and behavioral intention all had good reliability.

The apps (i.e., “bloatware”) were excluded based on their known package names associated with the android or phone manufacturer in tandem with app lists such as [1, 54]. Thus, third-party apps (e.g., Gmail, Google Duo or Facebook) that at times also come pre-installed were not excluded given that users have a choice on whether to use them and grant them “dangerous” permissions.
5.2 Hypotheses Testing Results
The results of our hypothesis tests are summarized in Figure 2 and Table 3. We discuss them in more depth below.

5.2.1 Effects of Power Use on Privacy Behaviors (H1–H3). Power use is associated with the number of apps installed. However, this effect is negative rather than positive as hypothesized ($\beta = -0.168$, $p < .001$; H1 is not supported). Furthermore, there is no direct effect of power use on the total dangerous permissions granted ($\beta = -0.085$, $p = .061$; H2 not supported). This effect is instead mediated by the number of apps installed ($\beta = 1.394$, $p < .001$; H3 supported), with power use in effect being negatively associated with the total number of dangerous permissions granted (total effect: $\beta = -0.234$, $p < .001$).

5.2.2 Effects of Power Use on Behavioral Intention (H4–H6). Power use is positively associated with users’ intention to install apps ($\beta = 0.635$, $p < .001$; H4 supported). Power use is also positively associated (rather than negatively, as hypothesized) with users’ intention to share information with apps ($\beta = 0.237$, $p < .01$; H5 not supported). Additionally, we do find support for H6 in a significant association between participants’ intention to install apps and their intention to share information with these apps ($\beta = 0.498$, $p < .001$). The total effect of power use on users’ intention to share information with these apps is $\beta = 0.553 (p < .001)$.

5.2.3 Effects of Gender and Education on Power Use (H7–H8). Gender has a significant effect on power use: women score on average higher on the power use scale than men ($\beta = 0.111$, $p < .001$; H7 supported). This finding dispels the stereotype that women are lower-skilled mobile phone users, especially in contexts where smartphones are viewed as “hi-tech” gadgets [16]. Interestingly, the participants’ education level does not significantly affect power use (H8 not supported).

Overall, our findings (see Fig. 2) show a positive association between power use privacy intentions—both in terms of users’ intention to install apps as well as their intention to share information with these apps. However, an examination of their actual privacy behaviors shows a negative association between power use with the number of apps installed that subsequently mediates the effect of power use on the total number of dangerous permissions granted (which is also negative). We investigate these results further in our post hoc analyses, wherein we examine this inconsistency in the effect of power use on users’ privacy intentions versus their actual behaviors.

5.3 Post Hoc Analyses
Note that while power use is positively related to the intention to install apps (see Fig. 3a) and to grant them access to personal information (see Fig. 3b), it is negatively related to the actual installation of apps (see Fig. 3c), and in turn, the actual number of permissions granted. On a similar note, we find that there is no relationship between power use and the average number of dangerous permissions granted per app (see Fig. 3d; the Kendall Rank Correlation between power use and average number of dangerous permissions is $r = -0.31$, $p = 0.38$). This suggests that participants who score lower on the power use scale are more likely to be exposed to privacy risks due to the high number of apps that they had installed, rather than the number of permissions granted to each app. Conversely, this suggests that participants who score higher on the power use scale either install fewer apps or uninstall apps more frequently in an effort to shield themselves from privacy risks.

Further unpacking the latter result, we ran 23 logit models to test the relationship between power use and the likelihood of each specific permission being granted if requested. We found no significant relationships except one: power use is significantly negatively related with the likelihood of granting the ACCESS_FINE_LOCATION permission ($b = -0.408$, $p < .01$) (see Fig. 4). Specifically, as power use increases by one standard deviation (1.0 SD), the odds of granting this permission decrease by 33.5%. This suggests that participants who score higher on

---

5 The total effect is “the sum of the direct and indirect effects of the exogenous variable on the outcome” variable. [28]
Fig. 3. Relationships between power use and application installations (a) and the intention to (b) install apps (c) share information with these apps (d) number of dangerous permissions granted.

Fig. 4. Logit model showing the likelihood of granting the ACCESS_FINE_LOCATION permission when requested, at different levels of power usage.
the power use scale are particularly more cautious about applications that request access to their fine-grained location.

6 DISCUSSION

Our results find an interesting inconsistency in the effect of power use on intention versus actual behavior, which has interesting implications for predictive modeling as well as for design and for future research. These implications are discussed below.

6.1 The Inconsistency in the effect of Power Use on Privacy Intentions versus Behavior

Our results indicate that despite the positive relationship between power use and users’ intention to install apps and share information with these apps, there is a negative relationship between power use and the actual number of apps installed and, subsequently, the total number of dangerous permissions granted. In other words, our findings show an inconsistency in the effect of power use (i.e., users’ expertise and experience using mobile applications) on their information privacy intentions versus their actual behaviors: while their intentions seem to suggest otherwise, our results on behavior are actually consistent with prior work that has shown power use to be related to more information privacy-protective behaviors (i.e., the decision to install or uninstall apps due to the personal information they access/collect) [32]. Our findings confirm that indeed the emergence of a privacy paradox could be context-dependent: the mismatch between privacy intentions and behavior is different at different levels of power use [11].

Why does a disconnect between intention and actual behavior matter in this case? A key precept in user-centered privacy research is that the over-arching goal is to help users achieve their privacy goals. In many cases this does not necessarily mean giving them more privacy at all costs, but rather allowing them to reach the right balance between privacy and benefits—e.g., in social networks, between privacy and connectedness [74, 76]. This implies that we should care about users’ intentions and whether those intentions are actualized [38]. Whenever the link between intentions and behaviors is broken, it is thus worth digging deeper: Why did participants who scored higher on the power use scale intend to install fewer apps? One reason that aligns with past research [32] could be that users who score higher on the power use scale are privacy conscious; therefore, they are able and motivated to perform a privacy calculus [43] to determine when an app should not be installed, despite their intention to do so. This could manifest in a refusal to install certain apps, or a practice of more judiciously uninstalling apps that are no longer deemed useful enough to justify the associated privacy invasion. It is possible that users who score higher on the power use scale perform some level of “garbage clean up” on their devices by removing unused or unwanted apps. Conversely, it is possible that users who score lower on the power use scale, out of habit [12], install and never remove a substantial number of apps, exposing themselves to privacy risks depending on the dangerous permissions they grant to each app.

Another perspective on the concept of power use [65] suggests that a higher level of power use is characterized by an increased depth of use (i.e., using the advanced features of apps), rather than an increased breadth of use (i.e., using more apps). This perspective could be investigated by a more in-depth analysis of the types of apps used by people with various levels of power use (i.e., advanced apps versus simple apps).

6.2 The Predictive Power of Behavioral Intention versus Power Use

By measuring both behavioral intention and actual behavior, our work is able to reveal the privacy paradox between intentions and actual behavior that often manifests (but is less often directly demonstrated) in privacy research. Behavioral intention is cited in the social sciences as the best predictor of actual behavior [3, 17], but as many other researchers who have studied the privacy paradox have found (cf. [24]), we also found this claim.

\[\text{research shows that most “disliked” apps are likely to be uninstalled within 2 days [44]}\]
not to be consistent with our findings. In fact, our study shows power use to be a better predictor of actual privacy-related behaviors (in terms of the number of installed apps and total permissions granted) than intention.

Overall, predicting users’ actual privacy behavior is difficult, and the privacy paradox does not provide useful alternatives to the traditional intention-based frameworks [49]. The explanatory power of models that try to predict actual privacy behaviors is traditionally low, commonly ranging from less than one percent to five percent [33]. Our results demonstrate that hybrid models of behavioral intention, other perceived constructs, and behavioral scraped data can potentially work together to improve our understanding and predictive power of information privacy behavior [59]. Specifically, our results imply that researchers who are cognizant of the privacy paradox and looking to update traditional intention-based frameworks of predicting users’ behavior through their intentions may consider power usage as a new and perhaps better construct that is more indicative of users’ information privacy behaviors.

6.3 Implications for Design

There are several implications for design that can be inferred from our results. Such recommendations are most pertinent for users with low levels of power use, who are at a higher risk of privacy violations. Given that these users’ exposure to privacy vulnerabilities is mostly due to the number of apps they have installed (rather than the number of permissions granted per app), we particularly emphasize the need for more comprehensive privacy support in installing and managing apps rather than individual permissions. In this light, Android’s shift to at-runtime permission requests rather than at-installation permission requests could have obfuscated the influence of app installation on user privacy. Given the absence of a clear privacy statement or labels at the time of app installation, we recommend that Android’s app store could re-emphasize the permissions an app is likely to request at some point in the app installation process (or perhaps in the app discovery process, cf. [18, 34]). Another suggestion is to run a background process that periodically tries to identify unused apps and recommends that they be uninstalled or that their access to dangerous permissions is revoked. This is a process similar to iPhone’s “offload unused apps” setting [63] and could potentially help disrupt the habituation associated with installing apps and granting permissions to them, but not leveraging their full value.

For users with high levels of power use, the approach may be different. When installing a new app, it is likely important to engage them quickly and show the value of granting dangerous permissions to the app in terms of personalized functionality [4, 23] that benefits the user. Otherwise, they are apt to uninstall the app. Further, giving users with higher levels of power use more granular access to customize their information privacy permissions sooner—and being transparent as to why granting such permissions is valuable—will assist them in making a calculated decision on whether to install/keep the app [43]. Note, though, that our results suggest that making the permissions themselves more granular may not work because users—regardless of their level of power use—seem to make privacy decisions on a per-app basis rather than customizing these permissions more granularly. Therefore, Google may reconsider shifting to a combination of both more granular and install-time privacy permissions in Android, or attempt to find new ways to nudge Android users to more effectively leverage the more granular level of control available [37]. Additionally, similar to the iOS app store, Android’s app store can also use “privacy nutrition labels” [34] to help users quickly understand and digest what types of personal data are likely to be requested by the app before they install it [14, 31]. Finally, similar to Wang et al.’s study on Facebook privacy permissions [68], we recommend that smartphone apps request the minimum number of dangerous permissions necessary and appropriate for providing the customized functionality that gives the app its value. Doing so would help users more easily make privacy calculus [43] assessments as to whether the benefits of an app warrant the risks.
6.4 Limitations and Future Work

We recruited our participants from Amazon Mechanical Turk and restricted the participant pool to only users within the U.S. Whereas this reinforces the quality of our data (users on MTurk are more tech savvy than their peers [56] and thus less likely to botch the installation of our app), it limits the generalizability of our findings to U.S. Android users. Additionally, we acknowledge that the demographics of Amazon MTurkers may deviate from the general population of all Android users. Specifically, our findings related to gender (i.e., females score higher than males on the power use scale) may be confounded with the fact that these individuals may have simply been MTurkers who just happen to be women. Future studies can build upon our research and examine if these findings translate to more diverse populations of Android users and other demographic traits such as age and race.

We excluded known system applications pre-installed by the device manufacturer or mobile service provider (i.e., "bloatware") [1, 54], because we wanted to ensure that our analysis was based on user-installed applications. However, given the fractured and evolving landscape of Android-based phones, we may have mistakenly excluded some user-installed apps or overlooked excluding some system applications that did not come to our purview, which could have perhaps affected our outcomes or the interpretation of our results. Moreover, our analysis only considered the 23 dangerous permissions classified by Google in 2018 (see Appendix B, Table 4) and explicitly declared by apps. Future work could expand our study to include all permissions that can possibly be requested by Android applications. Our analysis was also based on a snapshot of the permissions that our participant’s had set at the moment they installed our study app. Whereas the permissions captured are reflective of their actual behavior at the time, future work could examine if the behaviors observed change over time by employing a longitudinal study. This would also resolve whether users with high levels of power use are more likely to remove unused apps, or whether they simply install fewer apps to begin with.

7 CONCLUSION

In this paper we examined the effect of power use on users’ intention and privacy behavior (i.e, the number of apps a user has installed on their device and the total number of dangerous permissions granted to those apps). Our research highlights the importance of examining both users’ behavioral intentions and their information privacy behaviors as a way to uncover additional privacy paradoxes [11], reinforcing user-centered privacy research [48, 74], rather than pushing a one-size-fits-all privacy-focused agenda [75] that indiscriminately nudges all users towards more restrictive data practices. We did this by unpacking a seeming inconsistency in the effect of power use: While the intention to install apps and to share information with these apps increased with power use, an inspection of participants’ smartphone settings revealed that people who scored higher on the power use scale had fewer apps installed and, subsequently, fewer dangerous permissions granted than their counterparts who scored lower on the power use scale.

However, on average, both participants who scored lower and higher on the power use scale granted the same number of dangerous permissions per app, indicating that the difference in privacy vulnerability was mostly caused by a difference in the number of apps installed on their devices. To better understand and uncover these kind of privacy behaviors, we encourage researchers to study the diverse range of smartphone users under different contexts.
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A THE PERCEIVED SURVEY MEASURES USING PRE-VALIDATED SCALES:

A.1 Power Use Scale (Adapted from [45])
[Measured on a 5-point Likert Scale: Strongly Disagree - Strongly Agree]

- I think most technological gadgets are complicated to use.
- I make good use of most of the features available in any technological device.
- I have to have the latest available upgrades of technological devices that I use.
- Use of information technology has almost replaced my use of paper.
- I love exploring all the features that any technological gadget has to offer.
- I often find myself using many technological devices simultaneously.
- I prefer to ask friends how to use any new technological gadget instead of trying to figure it out myself.
- Using any technological device comes easy to me.
- I feel like information technology is a part of my daily life.
- Using information technology gives me greater control over my work environment.
- Using information technology makes it easier to do my work.
- I would feel lost without information technology.

A.2 Behavioral Intention - Install Mobile Apps (Both items adapted from [78])
[Measured on a 5-point Likert Scale: 1- Agree Strongly, 2 - Agree Somewhat, 3 - Neutral, 4 - Disagree Somewhat, 5 - Disagree Strongly]

- I predict I will use new mobile apps in the next 3 months.
- I intend to use mobile apps in the next 3 months.

A.3 Behavioral Intention - Share Information with Apps (Adapted from [78])
[Measured on a 5-point Likert Scale: 1- Agree Strongly, 2 - Agree Somewhat, 3 - Neutral, 4 - Disagree Somewhat, 5 - Disagree Strongly]

- I am likely to disclose my personal information to use mobile apps in the next 3 months.
- I am likely to grant permission to share [my location] with my existing mobile apps in the next 3 months.
- I am likely to grant permission to share [my location] with new mobile apps in the next 3 months.
### B DANGEROUS PERMISSION REQUESTS (N = 6688 INSTALLED APPLICATIONS)

<table>
<thead>
<tr>
<th>Permission Group</th>
<th>Dangerous Permission</th>
<th>App Request (%)</th>
<th>Grant (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STORAGE</td>
<td>WRITE_EXTERNAL_STORAGE</td>
<td>73.0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>READ_EXTERNAL_STORAGE</td>
<td>1.1</td>
<td>81.3</td>
</tr>
<tr>
<td>LOCATION</td>
<td>ACCESS_FINE_LOCATION</td>
<td>35.0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>ACCESS_COARSE_LOCATION</td>
<td>32.0</td>
<td>99.7</td>
</tr>
<tr>
<td>CAMERA</td>
<td>CAMERA</td>
<td>29.0</td>
<td>99.73</td>
</tr>
<tr>
<td>PHONE</td>
<td>READ_PHONE_STATE</td>
<td>29.0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GET_ACCOUNTS</td>
<td>24.0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CALL_PHONE</td>
<td>8.0</td>
<td>97.6</td>
</tr>
<tr>
<td></td>
<td>ADD_VOICEMAIL</td>
<td>2.0</td>
<td>59.2</td>
</tr>
<tr>
<td></td>
<td>PROCESS_OUTGOING_CALLS</td>
<td>0.0</td>
<td>8.95</td>
</tr>
<tr>
<td></td>
<td>USE_SIP</td>
<td>0.0</td>
<td>6.3</td>
</tr>
<tr>
<td>CONTACTS</td>
<td>READ_CONTACTS</td>
<td>14.0</td>
<td>99.5</td>
</tr>
<tr>
<td></td>
<td>WRITE_CONTACTS</td>
<td>4.0</td>
<td>96.3</td>
</tr>
<tr>
<td>MICROPHONE</td>
<td>RECORD_AUDIO</td>
<td>14.0</td>
<td>99.7</td>
</tr>
<tr>
<td>SMS</td>
<td>READ_SMS</td>
<td>4.0</td>
<td>95.8</td>
</tr>
<tr>
<td></td>
<td>RECEIVE_WAP_PUSH</td>
<td>4.0</td>
<td>96.3</td>
</tr>
<tr>
<td></td>
<td>RECEIVE_SMS</td>
<td>4.0</td>
<td>95.8</td>
</tr>
<tr>
<td></td>
<td>SEND_SMS</td>
<td>0.0</td>
<td>28.4</td>
</tr>
<tr>
<td></td>
<td>RECEIVE_MMS</td>
<td>0.0</td>
<td>28.42</td>
</tr>
<tr>
<td>CALL_LOG</td>
<td>READ_CALL_LOG</td>
<td>3.0</td>
<td>87.9</td>
</tr>
<tr>
<td>CALENDAR</td>
<td>READCALENDAR</td>
<td>4.0</td>
<td>92.1</td>
</tr>
<tr>
<td></td>
<td>WRITECALENDAR</td>
<td>4.0</td>
<td>86.6</td>
</tr>
<tr>
<td>SENSORS</td>
<td>BODY_SENSORS</td>
<td>2.0</td>
<td>83.2</td>
</tr>
</tbody>
</table>

Table 4. The percentage requests for Dangerous Permissions by the Installed Apps
## The Top 10 Common Applications Participants Had Installed

<table>
<thead>
<tr>
<th>Application Name</th>
<th>Package Name</th>
<th>Installations</th>
<th>Approx. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Messenger</td>
<td>com.facebook.orca</td>
<td>228</td>
<td>60.00</td>
</tr>
<tr>
<td>Facebook</td>
<td>com.facebook.katana</td>
<td>223</td>
<td>58.68</td>
</tr>
<tr>
<td>Instagram</td>
<td>com.instagram.android</td>
<td>193</td>
<td>50.79</td>
</tr>
<tr>
<td>Netflix</td>
<td>com.netflix.mediaclient</td>
<td>146</td>
<td>38.42</td>
</tr>
<tr>
<td>Spotify</td>
<td>com.spotify.music</td>
<td>128</td>
<td>33.68</td>
</tr>
<tr>
<td>Snapchat</td>
<td>com.snapchat.android</td>
<td>124</td>
<td>32.63</td>
</tr>
<tr>
<td>Uber</td>
<td>com.ubercab</td>
<td>119</td>
<td>31.31</td>
</tr>
<tr>
<td>eBay</td>
<td>com.ebay.mobile</td>
<td>112</td>
<td>29.47</td>
</tr>
<tr>
<td>PayPal</td>
<td>com.paypal.android.p2pmobile</td>
<td>110</td>
<td>28.94</td>
</tr>
<tr>
<td>Pinterest</td>
<td>com.pinterest</td>
<td>95</td>
<td>25.00</td>
</tr>
</tbody>
</table>

Table 5. The top ten most common installed applications among our participants